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ENTRAINMENT AVOIDANCE WITH AN
AUTO REGRESSIVE FILTER

CLAIM OF PRIORITY AND RELATED
APPLICATION

This application is a continuation of U.S. application Ser.
No. 11/877,567, filed 23 Oct. 2007, now issued as U.S. Pat.
No. 8,681,999, which application claims the benefit of prior-
ity under 35 U.S.C. 119(e) of U.S. Provisional Patent Appli-
cation Ser. No. 60/862,526, filed Oct. 23, 2006, which appli-
cations are hereby incorporated by reference in their entirety.

TECHNICAL FIELD

The present subject matter relates generally to adaptive
filters and in particular to method and apparatus to reduce
entrainment-related artifacts for hearing assistance systems.

BACKGROUND

Digital hearing aids with an adaptive feedback canceller
usually suffer from artifacts when the input audio signal to the
microphone is periodic. The feedback canceller may use an
adaptive technique, such as a N-LMS algorithm, that exploits
the correlation between the microphone signal and the
delayed receiver signal to update a feedback canceller filter to
model the external acoustic feedback. A periodic input signal
results in an additional correlation between the receiver and
the microphone signals. The adaptive feedback canceller can-
not differentiate this undesired correlation from that due to
the external acoustic feedback and borrows characteristics of
the periodic signal in trying to trace this undesired correla-
tion. This results in artifacts, called entrainment artifacts, due
to non-optimal feedback cancellation. The entrainment-caus-
ing periodic input signal and the affected feedback canceller
filter are called the entraining signal and the entrained filter,
respectively.

Entrainment artifacts in audio systems include whistle-like
sounds that contain harmonics of the periodic input audio
signal and can be very bothersome and occurring with day-
to-day sounds such as telephone rings, dial tones, microwave
beeps, instrumental music to name a few. These artifacts, in
addition to being annoying, can result in reduced output sig-
nal quality. Thus, there is a need in the art for method and
apparatus to reduce the occurrence of these artifacts and
hence provide improved quality and performance.

SUMMARY

This application addresses the foregoing needs in the art
and other needs not discussed herein. Methods and apparatus
embodiments are provided to avoid entrainment of feedback
cancellation filters in hearing assistance devices. Various
embodiments include using a auto regressive unit with an
adaptive filter to measure an acoustic feedback path and
deriving an output of the auto regressive unit at least in part
from a ratio of a predictive estimate of an input signal to a
difference of the predictive estimate and the input signal.
Various embodiments include using the ratio output of the
auto regressive unit to adjust the adaptation rate of the adap-
tive feedback cancellation filter to avoid entrainment.

Embodiments are provided that include a microphone, a
receiver and a signal processor to process signals received
from the microphone, the signal processor including an adap-
tive feedback cancellation filter, the adaptive feedback can-
cellation filter adapted to provide an estimate of an acoustic

15

20

30

35

40

45

50

55

2

feedback path for feedback cancellation. Embodiments are
provided thatalso include a predictor filter to provide a power
ratio of a predicted input signal error and a predicted input
signal, the power ratio indicative of entrainment of the adap-
tive filter, wherein the predicted input signal error includes a
measure of the difference between the predicted input signal
and the first input signal.

This Summary is an overview of some of the teachings of
the present application and is not intended to be an exclusive
or exhaustive treatment of the present subject matter. Further
details about the present subject matter are found in the
detailed description and the appended claims. The scope of
the present invention is defined by the appended claims and
their legal equivalents.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1A is a diagram demonstrating, for example, an
acoustic feedback path for one application of the present
system relating to an in the ear hearing aid application,
according to one application of the present system.

FIG. 1B illustrates a system with an adaptive feedback
canceling apparatus, including an adaptation unit and a feed-
back canceller, and an auto regressive unit according to one
embodiment of the present subject matter.

FIGS. 2A and 2B illustrate the response of an adaptive
feedback system according one embodiment of the present
subject matter with an AR unit enabled, but with the adapta-
tion rates of the adaptation unit held constant.

FIG. 3 illustrates an auto regressive (AR) unit according to
one embodiment of the present subject matter.

FIGS. 4A, 4B, 4C and 4D illustrate the response of the
entrainment avoidance system embodiment of FIG. 1B using
the AR unit to adjust the adaptation rates of the adaptation unit
to eliminate and prevent entrainment artifacts from the output
of'the system.

FIG. 5 is a flow diagram showing one example of a method
of'entrainment avoidance 550 according to the present subject
matter.

DETAILED DESCRIPTION

The following detailed description of the present invention
refers to subject matter in the accompanying drawings which
show, by way of illustration, specific aspects and embodi-
ments in which the present subject matter may be practiced.
These embodiments are described in sufficient detail to
enable those skilled in the art to practice the present subject
matter. References to “an”, “one”, or “various” embodiments
in this disclosure are not necessarily to the same embodiment,
and such references contemplate more than one embodiment.
The following detailed description is, therefore, not to be
taken in a limiting sense, and the scope is defined only by the
appended claims, along with the full scope of legal equiva-
lents to which such claims are entitled.

FIG. 1A is a diagram demonstrating, for example, an
acoustic feedback path for one application of the present
system relating to an in-the-ear hearing aid application,
according to one application of the present system. In this
example, a hearing aid 100 includes a microphone 104 and a
receiver 106. The sounds picked up by microphone 104 are
processed and transmitted as audio signals by receiver 106.
The hearing aid has an acoustic feedback path 109 which
provides audio from the receiver 106 to the microphone 104.
It is understood that the invention may be applied to a variety
of other systems, including, but not limited to, behind-the-ear
systems, in-the-canal systems, completely in the canal sys-
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tems and system incorporating prescriptive or improved hear-
ing assistance programming and variations thereof.

FIG. 1B illustrates a system 100, such as a hearing assis-
tance device, with an adaptive feedback canceling apparatus
125, including an adaptation unit 101 and a feedback cancel-
ler 102, and an auto regressive unit 103 according to one
embodiment of the present subject matter. FIG. 1B includes
an input device 104 receiving a signal x(n) 105, an output
device 106 sending a signal u(n) 107, a module for other
processing and amplification 108, an acoustic feedback path
109 with an acoustic feedback path signal y, 110, an adaptive
feedback cancellation filter 102 and an adaptation unit 101 for
automatically adjusting the coefficients of the adaptive feed-
back cancellation filter. In various embodiments, the signal
processing module 108 is used to amplify and process the
acoustic signal, e,, 112 as is common in Public Address (PA)
systems, hearing aids, or other hearing assistance devices for
example. In various embodiments, the signal processing
module 108 includes prescriptive hearing assistance electron-
ics such as those used in prescriptive hearing assistance
devices. In various embodiments, the signal processing mod-
ule includes an output limiter stage. The output limiting stage
is used to avoid the output u,, from encountering hard clip-
ping. Hard clipping can result in unexpected behavior. In
various embodiments, the physical receiver and gain stage
limitations produce the desired clipping effect. Clipping is
common during entrainment peaks and instabilities. During
experimentation, a sigmoid clipping unit that is linear from
-1 to 1 was used to achieve the linearity without affecting the
functionality.

In the illustrated system, at least one feedback path 109 can
contribute undesirable components 110 to the signal received
at the input 104, including components sent from the output
device 106. The adaptive feedback cancellation filter 102
operates to remove the undesirable components by recreating
the transfer function of the feedback path and applying the
output signal 107 to that function 102. A summing junction
subtracts the replicated feedback signal §,, 111 from the input
signal resulting in a error signal e, 112 closely approximating
the intended input signal without the feedback components
110. In various embodiments, the adaptive feedback cancel-
lation filter 102 initially operates with parameters set to can-
cel an assumed feedback leakage path. In many circum-
stances, the actual leakage paths vary with time. The
adaptation unit 101 includes an input to receive the error
signal 112 and an input to receive the system output signal
107. The adaptation unit 101 uses the error signal 112 and the
system output signal 107 to monitor the condition of the
feedback path 109. The adaptation unit 101 includes at least
one algorithm running on a processor to adjust the coeffi-
cients of the feedback cancellation filter 102 to match the
characteristics of the actual feedback path 109. The rate at
which the coefficients are allowed to adjust is called the
adaptation rate.

In general, higher adaptation rates improve the ability of
the system to adjust the cancellation of feedback from quickly
changing feedback paths. However, an adaptation filter with a
high adaptation rate often create and allow correlated and
tonal signals to pass to the output. Adaptation filters with
lower adaptation rates may filter short burst of correlated
input signals, but are unable to filter tonal signals, sustained
correlated input signals and feedback signals resulting from
quickly changing feedback leakage paths. The illustrated sys-
tem embodiment of FIG. 1B includes an auto regressive (AR)
unit 103 configured to provide one or more ratios B,, to the
adaptation unit for the basis of adjusting the adaptation rates
of the adaptation unit 101 such that entrainment artifacts
resulting from correlated and tonal inputs are eliminated.
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FIGS. 2A-2B illustrate the response of an adaptive feed-
back system according one embodiment of the present sub-
ject matter with an AR unit enabled, but with the adaptation
rates of the adaptation unit held constant. The input to the
system includes a interval of white noise 213 followed by
interval of tonal input 214 as illustrated in FIG. 2A. FIG. 2B
illustrates the output of the system in response to the input
signal of FIG. 2A. As expected, the system’s output tracks a
white noise input signal during the initial interval 213. When
the input signal changes to a tonal signal at 215, FIG. 2B
shows the system is able to output an attenuated signal for a
short duration before the adaptive feedback begins to entrain
to the tone and pass entrainment artifacts 216 to the output.
The entrainment artifacts are illustrated by the periodic
amplitude swings in the output response of FIG. 2B.

FIG. 3 illustrates an auto regressive (AR) unit 303 accord-
ing to one embodiment of the present subject matter. In gen-
eral, the AR unit uses autoregressive analysis to predict the
input signal based on past input signal data. As will be shown,
the AR unit is adapted to predict correlated and tonal input
signals. FIG. 3 shows an input signal, x,,, 305 received by an
adaptive prediction error filter 316 or all-zero filter. The adap-
tive prediction error filter 316 includes one or more delay 317
and coefficient 418 elements. Embodiments with more than
one delay 317 and coefficient 318 elements include one or
more summing junctions 319 used to produce a predicted
input signal "x,, 320. A predicted input error signal, f,, 321 is
determined at a summing junction 322 adding the actual input
signal 305 to the inverted predicted input signal 320. The
adaptive prediction error filter 316 adjusts the coefficient
elements 318 of the filter according to an algorithm designed
to flatten the spectrum of the filter’s output.

The AR unit 303 is further adapted to provide at least one
parameter B,, 323 upon which the adaptation unit 101 of FI1G.
1B determines adjustments to the adaptation rate of adaptive
feedback cancellation unit 102 to prevent the introduction of
entrainment artifacts. In various embodiments, the one or
more B, parameters 323 are ratios formed by dividing the
predicted input error signal 321 power by the predicted input
signal 320 power. In various embodiments, single pole
smoothing units 324 are used to determine the one or more B,
parameters 323. In various embodiments, the at least one B,
parameter 323 provides an indication of the absence of cor-
related or tonal inputs whereby, the adaptation unit 101 uses
more aggressive adaptation to adjust the adaptive feedback
canceller’s coefficients.

The adaptive prediction error filter 316 is able to predict
correlated and tonal input signals because it has been shown
that white noise can be represented by a P*-order AR process
and expressed as:

P-1
%= ) Bnl i +
i=1

This equation can also be rearranged as

Pl

Fu= (D%

i=0
where,
k=0
a, (k) =
—bnk) k=1,2,... P
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and £, is the prediction error, a,(0), . . ., a,(i) and a,,(P) are AR
coefficients. It has been shown that if P is large enough, f, is
a white sequence [41]. The main task of AR modeling is to
find optimal AR coefficients that minimize the mean square
value of the prediction error. Let x,=[X,,_, . . . X,_p]” be an
input vector. The optimal coefficient vector A* , is known to
be the Wiener solution given by

A%,=[a,(0)*,a, (D%, ... a,(P-1)*]"=R, ",

where

R,=E{x,x,”}
r,=B{x x,}

The prediction error f, is the output of the adaptive pre
whitening filter A, which is updated using the LMS algorithm

input autocorrelation matrix and

NXn % fr
Api1 = Ay + )
Jeal® +¢
where
JoE—%,

is the prediction error and

=, A,
is the prediction of x,, the step m size determines the stability
and convergence rate of the predicator and stability of the
coefficients. It is important to note that A , is not in the can-

cellation loop. In various embodiments A, is decimated as
needed. The weight update equation,

7%, % fn

Ane = Ap+
l® +¢

is derived through a minimization of the mean square error
(MSE) between the desired signal and the estimate, namely
by

E{f,Py=E{ 5.5}

The forward predictor error power and the inverse of pre-
dictor signal power form an indication of the correlated com-
ponents in the predictor input signal. The ratio of the powers
of predicted signal to the predictor error signal is used as a
method to identify the correlation of the signal, and to control
the adaptation of the feedback canceller to avoid entrainment.
A one pole smoothened forward predictor error, f,, is given by

Fu Bt (=PI

where [ is the smoothening coefficient and takes the values

for <1 and £, is the forward error given in the equation
Ju=X %y

The energy of the forward predictor x , can be smoothened by
%,=P2 +(1-P)I%, .

The non-entraining feedback cancellation is achieved by
combining these two measures with the variable step size
Normalized Least Mean-Square (NLMS) adaptive feedback
canceller, where adaptation rate |, is a time varying param-
eter given by

il % €0

Wor1 =W, +
letal® + ¢

where u,=[u,, . .., U, .15 and e, =y §,+X, as shown in

FIG. 1B and
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=

and

U =toB,

where u,, is a predetermined constant adaptation rate decided
on the ratio of f, and x,, for white noise input signals. In this
method, the adaptation rate of the feedback canceller is regu-
lated by using the autoregressive process block (AR unit).
When non-tonal signal (white noise) is present, the forward
predictor error is large and the forward predictor output is
small leaving the ratio large giving a standard adaptation rate
suited for path changes. The AR unit provides a predeter-
mined adaptation rate for white noise input signals. When a
tonal input is present, the predictor learns the tonal signal and
predicts its behavior resulting in the predictor driving the
forward predictor error small and predictor output large. The
ratio of the forward predictor error over predictor output is
made small, which gives an extremely small adaptation rate,
and in turn results in the elimination and prevention of
entrainment artifacts passing through or being generated by
the adaptive feedback cancellation filter.

FIG. 4A illustrates the response of the entrainment avoid-
ance system embodiment of FIG. 1B using the AR unit 103 to
set the adaptation rates of the adaptation unit 101 to eliminate
and prevent entrainment artifacts from the output of the sys-
tem. FIG. 4A shows the system outputting a interval of white
noise followed by a interval oftonal signal closely replicating
the input to the system represented by the signal illustrated in
FIG. 2A. FIG. 4B illustrates the corresponding temporal
response of the predicted input error signal 321 and shows the
failure of the adaptive prediction error filter 316 to predict the
behavior of a white noise signal. FIG. 4C illustrates the
smoothed predicted input signal and shows a small amplitude
for the signal during the white noise interval. FIG. 4D illus-
trates the adaptation rate resulting from the ratio of the pre-
dicted input signal error over the predicted input signal. FIG.
4D shows that the adaptation rate is relatively high or aggres-
sive during the interval in which white noise is applied to the
system as the predicted input error signal is large and the
predicted input signal is comparatively small.

FIGS. 4B and 4C also show the ability of the adaptive
prediction error filter 316 to accurately predict a tonal input.
FIG. 4B shows a small predicted input error signal during the
interval in which the tonal signal is applied to the system
compared to the interval in which white noise is applied to the
system. FIG. 4C shows a relatively large smoothed predicted
input signal during the interval in which the tonal signal is
applied to the system compared to the interval in which white
noise is applied to the system. In comparing the output signal
of'the fixed adaptation rate system illustrated in FIG. 2B to the
output signal of the entrainment avoidance system illustrated
in FIG. 4A, it is observed that the auto recursive unit used to
adjust adaptation rates of the adaptation unit eliminates and
prevents entrainment artifacts in the output of devices using
an entrainment avoidance system according to the present
subject matter.

FIG. 5 is a flow diagram showing one example of a method
of'entrainment avoidance 550 according to the present subject
matter. In this embodiment, the input signal is digitized and a
copy of the signal is subjected to an autoregressive filter. The
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autoregressive filter separates a copy of the input signal into
digital delay components. A predicted signal is formed using
scaling factors applied to each of the delay components. the
scaling factors are based on previous samples of the input
signal 552. A predicted signal error is determined by subtract-
ing the predicted signal from the actual input signal 554. The
scaling factors of the autoregressive filter are adjusted to
minimize the mean square value of the predicted error signal
556. A power ratio of the predicted signal error power and the
power of the predicted input signal is determined and moni-
tored 558. Based on the magnitude of the power ratio, the
adaptation rate of the adaptive feedback cancellation filter is
adjusted 560. As the ratio of the predicted error signal power
divided by the signal power rises, the adaptation rate is
allowed to rise as well to allow the filter to adapt quickly to
changing feedback paths or feedback path characteristics. As
the ratio of the predicted error signal power divided by the
signal power falls, entrainment becomes more likely and the
adaptation rate is reduced to de-correlate entrainment arti-
facts. Once the adaptation rate is determined, the adaptation
rate is applied to the adaptive feedback canceller filter 562. It
is to be understood that some variation in order and acts being
performed are possible without departing from the scope of
the present subject matter.

Various embodiments of methods according to the present
subject matter have the advantage of recovering from feed-
back oscillation. Feedback oscillations are inevitable in prac-
tical electro-acoustic system since the sudden large leakage
change often causes the system to be unstable. Once the
system is unstable it generates a tonal signal. Most tonal
detection methods fail to bring back the system to stability in
these conditions. methods according to the present subject
matter recover from internally generated tones due to the
existence of a negative feedback effect. Consider the situation
where the primary input signal is non-correlated and the
system is in an unstable state and whistling due to feedback.
Itis likely that the predicting filter has adapted to the feedback
oscillating signal and adaptation is stopped. If the input signal
is non-correlated, the predictor filter will not be able to model
some part of the input signal (e,). This signal portion allows
the step size to be non zero making the main adaptive filter
converge to the desired signal in small increments. On each
incremental adaptation, the feedback canceller comes closer
to the leakage and reduces the unstable oscillation. Reducing
the internally created squealing tone, decreases the predictor
filter’s learned profile. As the predictor filter output diverges
from the actual signal, the predicted error increases. As the
predicted error increases, the power ratio increases and, in
turn, the adaptation rate of the main feedback canceller
increases bringing the system closer to stability.

This application is intended to cover adaptations and varia-
tions of the present subject matter. It is to be understood that
the above description is intended to be illustrative, and not
restrictive. The scope of the present subject matter should be
determined with reference to the appended claim, along with
the full scope of equivalents to which the claims are entitled.

What is claimed is:

1. A hearing assistance device, comprising:

an input device configured to produce an input signal;

an output device configured to emit a sound based on an
output signal; and
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a signal processor including an adaptive feedback cancel-
lation filter configured to estimate an acoustic feedback
from the output device to the input device, the signal
processor configured to:

produce the output signal by processing the input signal;

produce a predicted input signal using an autoregressive
analysis;

adjust an adaptation rate of the adaptive feedback can-
cellation filter to avoid entrainment based on the input
signal and the predicted input signal, wherein the
signal processor is configured to predict a correlated
input signal and a tonal input signal and adjust the
adaptation rate in response to the prediction of the
correlated input signal or the tonal input signal, and
wherein the signal processor is configured to produce
a predicted input error signal being a difference
between the input signal and the predicted input sig-
nal, produce a ratio of a power of the predicted input
error signal to a power of the predicted input signal,
and adjust the adaptation rate of the adaptive feedback
cancellation filter based on the ratio.

2. The device of claim 1, wherein the signal processor
comprises an adaptive prediction error filter configured to
produce the predicted input signal using the autoregressive
analysis, the adaptive prediction error filter having delay ele-
ments and coefficients.

3. The device of claim 2, wherein the signal processor is
configured to adjust the coefficients of the adaptive prediction
error filter to flatten a spectrum of the predicted input signal.

4. The device of claim 2, wherein the signal processor is
configured to adjust the coefficients of the adaptive prediction
error filter to minimize a mean square value of the predicted
input error signal.

5. The device of claim 1, wherein the hearing assistance
device comprises a hearing aid, the input device comprises a
microphone of the hearing aid, and the output device com-
prises a receiver of the hearing aid.

6. A hearing aid, comprising:
a microphone;

a receiver configured to emit a sound based an output
signal; and

a signal processor including an adaptive feedback cancel-
lation filter configured to estimate an acoustic feedback
from the receiver to the microphone, the signal proces-
sor configured to:

receive an input signal from the microphone;
produce a predicted input signal using an autoregressive
analysis;
predict indications of entrainment using the input signal
and the predicted input signal;

decrease an adaptation rate of the adaptive feedback cancel-
lation filter to prevent the entrainment in response to one of
the indications of the entrainment being predicted;

process the input signal to produce the output signal,
wherein the signal processor is configured to predict
correlated input signals and tonal input signals as the
indications of entrainment, and wherein the signal pro-
cessor is configured to produce ratios formed by divid-
ing a power of a predicted input error signal by a power
of the predicted input signal as the predicted indications
of entrainment, the predicted input error signal being a
difference between the input signal and the predicted
input signal.
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7. The hearing aid of claim 6, wherein the signal processor
is configured to smooth the predicted input error signal and
the predicted input signal prior to producing the ratios.

8. The hearing aid of claim 7, wherein the signal processor
is configured to limit the output signal to avoid hard clipping.

9. A method for operating a hearing assistance device hav-
ing a microphone, a receiver, and an adaptive feedback can-
cellation filter to estimate an acoustic feedback from the
receiver to the microphone, the method comprising:

receiving an input signal from the microphone;

producing a predicted input signal using an autoregressive

filter;
predicting indications of entrainment using the input signal
and the predicted input signal;
preventing entrainment artifacts from being introduced by
adjusting an adaptation rate of the adaptive feedback cancel-
lation filter in response to one of the indications of the entrain-
ment being predicted;
producing a predicted input error signal by subtracting the
predicted input signal from the input signal; and

adjusting the autoregressive filter to minimize a mean
square value of the predicted input error signal, and
wherein predicting the indications of entrainment com-
prises determining a ratio of a power of the predicted
input error signal to a power of the predicted input sig-
nal.
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10. The method of claim 9, wherein producing the pre-
dicted input signal comprises:

separating the input signal into delay components; and

applying scaling factors to the delay components,

and wherein adjusting the autoregressive filter comprises

adjusting the scaling factors to minimize a mean square
value of the predicted input error signal.

11. The method of claim 9, comprising allowing the adap-
tation rate to rise when the ratio rises.

12. The method of claim 9, comprising reducing the adap-
tation rate when the ratio falls.

13. The method of claim 9, comprising smoothing the
predicted input error signal and the predicted input signal
prior to determining the ratio.

14. The method of claim 9, wherein predicting the indica-
tions of entrainment comprises predicting correlated and
tonal input signals.

15. The method of claim 14, wherein preventing the
entrainment artifacts from being introduced comprises
decreasing the adaptation rate of the adaptive feedback can-
cellation filter in response to the prediction of a correlated
input signal of the correlated and tonal input signals.

16. The method of claim 14, wherein preventing the
entrainment artifacts from being introduced comprises
decreasing the adaptation rate of the adaptive feedback can-
cellation filter in response to the prediction of a tonal input
signal of the correlated and tonal input signals.
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